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1 Abstract

This paper introduces FRACTURED-SORRY-
Bench, a framework for evaluating the safety of
Large Language Models (LLMs) against multi-
turn conversational attacks. Building upon the
SORRY-Bench dataset, we propose a simple yet
effective method for generating adversarial prompts
by breaking down harmful queries into seemingly
innocuous sub-questions. Our approach achieves a
maximum increase of +46.22% in Attack Success
Rates (ASRs) across GPT-4, GPT-40, GPT-40-mini,
and GPT-3.5-Turbo models compared to baseline
methods. We demonstrate that this technique poses
a challenge to current LLM safety measures and
highlights the need for more robust defenses against
subtle, multi-turn attacks.

2 Introduction

As Large Language Models (LLMs) become increas-
ingly prevalent in various applications, ensuring their
safe and ethical use is paramount [17, 18, 14, 15].
While significant progress has been made in aligning
these models with human values and implementing
safety measures, they remain vulnerable to adversar-
ial attacks, particularly those that leverage the nu-
ances of human conversation [5, 3].

This paper presents FRACTURED-SORRY-
Bench, a framework that extends the SORRY-Bench
dataset to evaluate LLM safety against a new class
of attacks. Our method focuses on decomposing
harmful queries into multiple, seemingly benign
sub-questions, exploiting the multi-turn nature of
conversations to bypass safety mechanisms. This
approach represents a more efficient and accessi-
ble technique for generating adversarial samples
compared to complex optimization-based methods
[9, 13].

3 Preliminaries

3.1 SORRY-Bench Dataset

Prior work has introduced various datasets and
frameworks for evaluating LLM safety, including Do-
Not-Answer [2], SimpleSafetyTests [7], ALERT [6],
and HarmBench [15], each contributing unique per-
spectives on assessing LLM vulnerabilities and safe-
guards. SORRY-Bench [1] introduced a comprehen-
sive benchmark for evaluating LLM safety refusal be-
haviors. It provides a fine-grained taxonomy of 45
potentially unsafe topics and a balanced dataset of
unsafe instructions. Our work builds upon this foun-
dation by introducing a new dimension of evaluation:
multi-turn conversational attacks.

3.2 Prompt Injection Techniques

Recent work, such as Imposter.Al [8], has explored
sophisticated methods for extracting harmful infor-
mation from LLMs. These approaches often involve
complex, multi-step processes using multiple models
or are large scale collections [12]. In contrast, our
method focuses on a simpler, more efficient single-
shot prompting technique that achieves similar goals.

Other relevant works include Universal and Trans-
ferable Adversarial Attacks [9] & Rainbow Teaming
[4], which demonstrate the potential for creating ad-
versarial prompts that transfer across different LLMs,
and the exploration of stealthy attacks using ciphers
[10].

4 Methodology

Our approach, FRACTURED-SORRY-Bench, intro-
duces a straightforward method for creating adversar-
ial samples, inspired by the chain-of-thought prompt-
ing technique [11]:



Vanilla Responses

Model Harmful & Relevant Harmful but Irrelevant Harmless ASR (%)
GPT-40 52 3 395 11.56
GPT-3.5-Turbo 21 4 425 4.67
GPT-40-mini 58 2 390 12.89
GPT-4 45 3 402 10.00
Decomposed Responses
Model Harmful & Relevant Harmful but Irrelevant Harmless ASR (%)
GPT-40 223 103 124 49.56
GPT-3.5-Turbo 229 106 115 50.89
GPT-40-mini 226 106 118 50.22
GPT-4 221 104 125 49.11

Table 1: Comparison of Vanilla and Decomposed Responses. The four categories represent the types of
responses generated by different models: ”"Harmful & Relevant” refers to responses that are both harmful
and relevant concerning the intended malicious intent; "Harmful but Irrelevant” denotes responses that are
harmful but irrelevant to the intended malicious intent; ”Harmless” indicates responses that are safe and
devoid of harmful content; and " ASR (%)” represents the Attack Success Rate, reflecting the proportion of

responses that successfully convey malicious intent.

Intent Category Percentage (%)
IntI:IiHél(f)Lllllvizyed 49.33%
Tntent Lost 23.56%
Inten‘: nlgzl;ﬁZﬁ;anO%Veyed 27.12%

Table 2: Percentage distribution of intent categories
in decomposed questions. ”Harmful & Intent Con-
veyed” indicates questions that retained the original
harmful intent as a collective set, "Harmless & In-
tent Lost” represents those that strayed away and
did not convey the original intent, and ” Intermediate
& Intent Partially Conveyed” refers to questions that
partially conveyed the intended harmfulness but de-
viated to some extent.

1. Decompose a given query into 4-7 sub-questions
that appear innocuous when viewed individually.

2. Present these sub-questions sequentially to the
target LLM in a conversational format.

3. Analyze the cumulative response to determine
if the harmful intent of the original query was
fulfilled.

This method exploits the LLM’s context window
and its potential inability to recognize the harmful
intent spread across multiple turns. By avoiding ex-
plicit harmful language in each sub-question, it aims
to bypass content filters and safety measures, similar
to the approach in [4].

5 Result Analysis

5.1 Attack Success Rates

Our results show significant increases in ASR across
all tested models, as presented in Table 1. GPT-3.5-
Turbo demonstrated the highest vulnerability, with
an ASR that increased by a factor of 10.9x compared
to its vanilla version, followed by GPT-4 (4.91x),
GPT-40 (4.29x), and GPT-40-mini (3.9x).

We employed GPT-4 as a judge, inspired by prior
literature [15, 16].

5.2 Intent Conveyance Analysis

We conducted an analysis to determine whether the
fractured prompts correctly conveyed the original
harmful intent. We present these results in Table 2.
Our findings indicate that 49.33% of the fractured
prompt sets successfully conveyed the original intent,
with variations across different categories of harmful
queries. This analysis methodology draws inspiration
from work on evaluating LLM safeguards [2, 7].

6 Conclusion

FRACTURED-SORRY-Bench demonstrates the vul-
nerability of current LLM safety measures to subtle,
multi-turn attacks. By decomposing harmful queries
into seemingly innocent sub-questions, we achieve sig-
nificant increases in attack success rates across mul-
tiple models. This work highlights the need for more
sophisticated safety mechanisms that can understand



and evaluate the cumulative intent of multi-turn con-
versations. Future work should focus on developing
defense strategies against these types of attacks and
expanding the evaluation to a broader range of LLMs
and conversational scenarios.
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